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$\longrightarrow$

NS 3-form $H$
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$E_{8} \times E_{8}$ gauge fields $A$


5-brane embedding $X^{I}(\sigma)$

Background for $\mathrm{N}=1$ in $\mathrm{d}=4$ $g=g\left(M_{4}\right)+g(X)$, where $g(X)$ Ricci- flat metric on CY $X$
$H=0$ for now (possibly flux added later)
$\phi=$ const
$A_{\text {int }}$ connection on holomorphic vector bundle $V$ on $X$
5-brane stretches across $M_{4}$, wraps holomorphic curve $C \subset X$
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Data defining a heterotic vacuum:
CY manifold $X$ (Ricci-flat $g(X)$ exists from Yau's theorem)

- holom. bundle $V$ on $X$ ( $A_{\text {int }}$ exist from Donaldson-Uhlenbeck-Yau)

5-brane class $W=[C] \in H^{2}(X)$
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A bundle $V$ is stable if $\mu(\mathcal{F})<\mu(V)$ for all coherent sub-sheafs $\mathcal{F} \subset V$

Stability of bundles is usually hard to prove!
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In particular: $h^{0}\left(X, \mathcal{O}_{X}(\mathbf{k})\right)>0$ if all $k^{r} \geq 0$
$h^{0}\left(X, \mathcal{O}_{X}(\mathbf{k})\right)$ only non-zero cohomology if all $k^{r}>0$
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For example, 126 positive monads on $\left[\begin{array}{l|ll}\mathbb{P}^{1} & 0 & 2 \\ \mathbb{P}^{4} & 4 & 1\end{array}\right]$. First 10 of those:
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\left.\begin{array}{l}
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1
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$c_{1}(\mathcal{F})$ positive: exclude by demanding Hoppe's criterion $H^{0}\left(X, \Lambda^{q} V\right)=0$
$c_{1}(\mathcal{F})$ negative: do not de-stabilise any part of Kahler cone
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We conjecture that all positive monad bundles on Cicys are stable.

## Spectrum

Families, anti-families: $0 \rightarrow H^{0}(X, V) \rightarrow H^{0}(X, B) \rightarrow H^{0}(X, C)$
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## Spectrum

Families, anti-families: 0

$$
\begin{array}{cccccc}
\rightarrow & 0 & \rightarrow & H^{0}(X, B) & \rightarrow & H^{0}(X, C) \\
\rightarrow & H^{1}(X, V) & \rightarrow & 0 & \rightarrow & 0 \\
\rightarrow & H^{2}(X, V) & \rightarrow & 0 & \rightarrow & 0 \\
\rightarrow & 0 & \rightarrow & 0 & \rightarrow & 0
\end{array}
$$

Zero since $B$ and $C$ are positive. Zero since $V$ is stable.

It follows: \#anti-families $h^{2}(X, V)=0$ \#families $h^{1}(X, V)=h^{0}(X, C)-h^{0}(X, B)$

|  | E6 | SO(10) | SU(5) | total |
| :---: | :---: | :---: | :---: | :---: |
| total | 5680 | 1334 | 104 | 7118 |
| \#families I 3 | 3091 | 207 | 52 | 3350 |
| Euler number I 3 $^{2}$ | 458 | 96 | 5 | 559 |









## Semi-positive monads

These are monads with $b_{i}^{r} \geq 0, c_{a}^{r} \geq 0$ (rather than $b_{i}^{r}>0, c_{a}^{r}>0$ )

## Semi-positive monads

These are monads with $b_{i}^{r} \geq 0, c_{a}^{r} \geq 0$ (rather than $b_{i}^{r}>0, c_{a}^{r}>0$ ) Basic observation: stability proof still works for many semi-positive bundles!

## Semi-positive monads

These are monads with $b_{i}^{r} \geq 0, c_{a}^{r} \geq 0$ (rather than $b_{i}^{r}>0, c_{a}^{r}>0$ ) Basic observation: stability proof still works for many semi-positive bundles!

Problem: It is not clear any more this class is finite! $c_{2}(V) \leq c_{2}(T X)$ and $c_{1}(V)=0$ do not bound $b_{i}^{r}$ and $c_{a}^{r}$ any more.

## Semi-positive monads

These are monads with $b_{i}^{r} \geq 0, c_{a}^{r} \geq 0$ (rather than $b_{i}^{r}>0, c_{a}^{r}>0$ ) Basic observation: stability proof still works for many semi-positive bundles!

Problem: It is not clear any more this class is finite! $c_{2}(V) \leq c_{2}(T X)$ and $c_{1}(V)=0$ do not bound $b_{i}^{r}$ and $c_{a}^{r}$ any more.
Example on $\left[\begin{array}{c|c}\mathbb{P}^{1} & 2 \\ \mathbb{P}^{3} & 4\end{array}\right]: 0 \rightarrow V \rightarrow \mathcal{O}_{X}(1,3)^{\oplus 3} \oplus \mathcal{O}_{X}(t, 1) \rightarrow \mathcal{O}_{X}(t+3,1) \rightarrow 0$ for any $t>0$.

## Semi-positive monads

These are monads with $b_{i}^{r} \geq 0, c_{a}^{r} \geq 0$ (rather than $b_{i}^{r}>0, c_{a}^{r}>0$ ) Basic observation: stability proof still works for many semi-positive bundles!

Problem: It is not clear any more this class is finite! $c_{2}(V) \leq c_{2}(T X)$ and $c_{1}(V)=0$ do not bound $b_{i}^{r}$ and $c_{a}^{r}$ any more.
Example on $\left[\begin{array}{c|c}\mathbb{P}^{1} & 2 \\ \mathbb{P}^{3} & 4\end{array}\right]: 0 \rightarrow V \rightarrow \mathcal{O}_{X}(1,3)^{\oplus 3} \oplus \mathcal{O}_{X}(t, 1) \rightarrow \mathcal{O}_{X}(t+3,1) \rightarrow 0$ for any $t>0$.
However, topological data of $V$ independent of $t$, so perhaps class finite after removing equivalent bundles.

## Semi-positive monads

These are monads with $b_{i}^{r} \geq 0, c_{a}^{r} \geq 0$ (rather than $b_{i}^{r}>0, c_{a}^{r}>0$ ) Basic observation: stability proof still works for many semi-positive bundles!

Problem: It is not clear any more this class is finite! $c_{2}(V) \leq c_{2}(T X)$ and $c_{1}(V)=0$ do not bound $b_{i}^{r}$ and $c_{a}^{r}$ any more.
Example on $\left[\begin{array}{l|l}\mathbb{P}^{1} & 2 \\ \mathbb{P}^{3} & 4\end{array}\right]: \begin{aligned} & 0 \rightarrow V \rightarrow \mathcal{O}_{X}(1,3)^{\oplus 3} \oplus \mathcal{O}_{X}(t, 1) \rightarrow \mathcal{O}_{X}(t+3,1) \rightarrow 0 \\ & \text { for any } t>0\end{aligned}$
However, topological data of $V$ independent of $t$, so perhaps class finite after removing equivalent bundles.

Spectrum is computable. Number of anti-families not always zero.

## Semi-positive monads

These are monads with $b_{i}^{r} \geq 0, c_{a}^{r} \geq 0$ (rather than $b_{i}^{r}>0, c_{a}^{r}>0$ ) Basic observation: stability proof still works for many semi-positive bundles!

Problem: It is not clear any more this class is finite! $c_{2}(V) \leq c_{2}(T X)$ and $c_{1}(V)=0$ do not bound $b_{i}^{r}$ and $c_{a}^{r}$ any more.
Example on $\left[\begin{array}{c|c}\mathbb{P}^{1} & 2 \\ \mathbb{P}^{3} & 4\end{array}\right]: 0 \rightarrow V \rightarrow \mathcal{O}_{X}(1,3)^{\oplus 3} \oplus \mathcal{O}_{X}(t, 1) \rightarrow \mathcal{O}_{X}(t+3,1) \rightarrow 0$ for any $t>0$.
However, topological data of $V$ independent of $t$, so perhaps class finite after removing equivalent bundles.

Spectrum is computable. Number of anti-families not always zero.
For now: preliminary scan of semi-positive monad bundles with $b_{i}^{r}, c_{a}^{r} \leq 20$ for all 32 cicys with $h^{11}=2$.

## Semi-positive monads

These are monads with $b_{i}^{r} \geq 0, c_{a}^{r} \geq 0$ (rather than $b_{i}^{r}>0, c_{a}^{r}>0$ ) Basic observation: stability proof still works for many semi-positive bundles!
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However, topological data of $V$ independent of $t$, so perhaps class finite after removing equivalent bundles.

Spectrum is computable. Number of anti-families not always zero.
For now: preliminary scan of semi-positive monad bundles with $b_{i}^{r}, c_{a}^{r} \leq 20$ for all 32 Cicys with $h^{11}=2$.

Leads to appr. 100000 rank 3 bundles .




Number of models with \#families | 3 and Euler number | 3:17255
Number of such models with \#families <= 20:6982
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## Thanks!

